
























































































































































42

Military Zone and includes the total number of employees but not family members.* To
account for a large variety of base sizes, a series of dummy variables is used to designate
how many military employees each county has. The first category includes bases that
have 1-1,000 military employees and is designated ME1. MES indicates counties that
have between 1,001 and 5,000 employees, ME10 designates counties with between 5,001
and 10,000 employees, ME20 has between 10,001 and 20,000, ME30 has between 20,001
and 30,000, ME40 has between 30,001 and 40,000, MES50 has between 40,001 and
50,000, and ME100 has above 50,000 employees.

The first deterrence related variable to be discussed is the number of law
enforcement officers, designated by LAW. The number of sworn and civilian employees
in each county for the years 1999-2007 was collected from the states’ Uniform Crime

48 .4 . .
45:4647,48,49,50,51,52.53 Then, similarly to the dependent variables, the

Reports for each year.
number of law enforcement employees was divided by the population of the county in

thousands to give the number of employees per one thousand residents.

* The Military Zone. Information About U.S. Military Installations. [cited 28 February 2010].
Available from http://themilitaryzone.com/military _bases.html.

* Office of the Attorney General of California.

% Florida Department of Law Enforcement.

T Department of the Attorney General of Hawaii.
8 North Carolina State Bureau of Investigation.
* New Jersey State Police.

30 pennsylvania State Police.

3! Texas Department of Public Safety.

52 Virginia State Police.

%3 Washington State Statistical Analysis Center.
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The next explanatory variable to be assessed is the presence of mandatory arrest
and pro-arrest policies. For all the states under consideration, mandatory and pro-arrest
policies are state-wide mandates, so a series of dummy variables is used to distinguish
states’ policies. Most of the states had the same arrest policy for the entire time period of
1999-2007. Virginia, however, had neither policy until 2002 when it instituted mandatory
arrest. Dummy variables are constructed for both mandatory arrest and pro-arrest policies
designated by MANARR and PROARR respectively. Information on both arrest policies
was obtained from the American Bar Association.”*

The last deterrence variable to be addressed is the number of domestic violence
resources in a county. Resources include shelters, hotlines, counseling, legal assistance,
and any other programs geared towards victims of domestic violence. The number of
available resources was collected from an organization called An Abuse, Rape, and
Domestic Violence Aid and Resource Collection or AARDVARC.>® The number of
resources per county was then divided by the average number of residents in thousands to
give the number of resources per one thousand residents in the county. The variable is
designated by DVRESOURCES.

The next set of variables focuses on socio-economic explanations for crime, in
accordance with previous crime research. The first socio-economic factor to be addressed
is the annual unemployment rate. The unemployment rate is the average percentage of

people each year who are considered out of work but looking for a job. As this variable is

3 American Bar Association. Domestic Violence Arrest Policies by State. [updated November
2007; cited 28 February 2010]. Available from
http://www.abanet.org/domviol/docs/Domestic_Violence Arrest Policies by State 11 07.pdf.

%5 An Abuse, Rape, and Domestic Violence Aid and Resource Collection. Index of Domestic
Violence Resources by State. [cited 28 February 2010]. Available from
http://www.aardvarc.org/dv/states/7N=A.,
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already in a percentage form, there is no need to adjust it for population. The
unemployment rates for each state were collected from Texas A&M University’s
research center and are indicated by UNEM.®

The next independent variable is per capita personal income. It is a measure of
wealth that shows the amount the average person in each county received in wages each
year. Collected from the U.S. Department of Commerce, per capita personal income is a
time series variable shown by INC and is adjusted to 1999 dollars using the consumer
price index from the U.S. Department of Labor.>”*®

The final independent variable concerning socio-economic status is the amount of
money spent on food stamps in each county each year. Food stamp expenditures will
indicate the level of poverty in the county, and are designated by STAMP. Expenditure
information was obtained through the U.S. Census Bureau’s Consolidated Federal Funds
Report and then adjusted to 1999 dollars using the CPI and divided by the county’s
population in thousands.’”* The result is the expenditure per one thousand people in
1999 dollars.

The next two variables are measures of the substance abuse in a county. DRUG

measures the number of illegal drug-related arrests there were each year, and DUI

56 Real Estate Center at Texas A&M University. Household Employment and Unemployment.
[cited 28 February 2010]. Available from http://www.recenter.tamu.edu/data/dataemp.html.

%7 United States Department of Commerce: Bureau of Economic Analysis. Regional Economic
Accounts. [updated 21 December 2009; cited 28 February 2010]. Available from
http://www.bea.gov/regional/reis/default.cfm?selTable=CAl-3&section=2.

% United States Department of Labor: Bureau of Labor Statistics. Consumer Price Index. [updated
19 February 2010; cited 28 February 2010]. Available from
fip./ftp.bls.gov/pub/special.requests/cpi/cpiai.txt.

% United States Census Bureau. Consolidated Federal Funds Report. [updated 19 February 2010;
cited 28 February 2010]. Available from http://www.census.gov/govs/cffi/.

% United States Department of Labor: Bureau of Labor Statstics.
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measures the number of arrests that were made for driving under the influence of alcohol.
The number of arrests was obtained from each state’s Uniform Crime Report and then

61,62,63,64,65,66,67,68,69 These numbers therefore show the

divided by population in thousands.
level of arrests per one thousand residents.

The final independent variable to be included in this analysis is which state each
county is from. This is accomplished through a series of dummy variables that include
CA, FL, HI, NC, NJ, PA, TX, and VA. If all of these variables have a value of zero, the
county is located in the state of Washington.

Methodology
Below is the basic empirical model to be tested as displayed by Equation 4.1.
ASSAULT, RAPE, HOM, ROB= f(YEAR DUMMY VARIABLES,
STATE DUMMY VARIABLES, ARMY, NAVY, AIR, MARINES, COAST,
MILITARY EMPLOYEE DUMMY VARIABLES, LAW, UNEM, MANARR,

PROARR, INC, DRUG, DUI, STAMP, DVRESOURCES) 4.1)

TABLE 4.1 summarizes each variable’s statistics and meaning.

6" The Office of the Attorney General of California.
62 Florida Department of Law Enforcement.
8 Department of the Attorney General of Hawaii.
. % North Carolina State Bureau of Investigation.
% New Jersey State Police.
% pennsylvania State Police.
87 Texas Department of Public Safety.
8 Virginia State Police.

8 Washington State Statistical Analysis Center.
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VARIABLE DEFINITIONS AND STATISTICS
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Variable Description Mean Standard
Deviation

ASSAULT Number of aggravated assaults per 2.094711 | 1.62627
1,000 people per county each year.

RAPE Number of rapes per 1,000 people per | .2028047 | .180539
county each year.

HOM Number of homicides per 1,000 people | .0449592 | .0569048
per county each year.

ROB Number of robberies per 1,000 people | .3884635 | .4687401
per county each year.

YEAR(99-06) Dummy variable for the year 1999- 111111 | .3144041
2006.

FL Dummy variable for Florida. 1384615 | .3455315

HI Dummy for Hawaii. 0307692 | .1727657

NC Dummy for North Carolina. 0615385 | .2404181

NJ Dummy for New Jersey 0769231 | .2665833

PA Dummy for Pennsylvania. 0615385 | .2404181

TX Dummy for Texas. 1538462 | .3609555

VA Dummy for Virginia. 1692308 | .375116

ARMYBASES Number of Army bases in a county. 2153846 | .4640388

NAVY Number of Navy bases in a county. 2692308 | .6541258

AIRFORCE Number of Air Force bases in a 1923077 | .4658856
county.

MARINES Number of Marine bases in a county. 0769231 | .3847799

COASTGUARD | Number of Coastguard bases in a 0307692 | 1727657
county.

ME1 Dummy for counties containing 1- 0538462 | .2258104
1,000 military employees.

MES Dummy for 1,001- 5,000 employees. .1692308 | .375116

ME10 Dummy for 5,001- 10,000 employees. | .0923077 | .2895836

ME20 Dummy for 10,001- 20,000 .0846154 | .2784275
employees.

ME30 Dummy for 20,001- 30,000 0384615 | .1923899
employees.

ME40 Dummy for 30,001- 40,000 .0076923 | .0874052
employees.

MES0 Dummy for 40,001- 50,000 0230769 | .1502121
employees.

ME100 Dummy for >50,000 employees. 0307692 | .1727657
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LAW Number of full-times law enforcement | 2.646363 | 1.621085
employees in a county each year.

UNEM Unemployment rate for each county 0562085 | .0460592
each year.

MANARR Dummy for the presence of a 2666667 | .4424057
mandatory arrest policy :

PROARR Dummy for presence of a pro-arrest 2307692 | .4215052
policy.

INC Per capita personal income each year 27004.71 | 8756.682
in 1999 dollars.

DRUG Number of drug arrests per 1,000 4.830436 | 3.375469
people per county each year.

DUI Number of DUTI arrests per 1,000 3.387258 | 2.856143
people per county each year.

STAMP Amount in 1999 dollars spent on food | 67488.02 | 50894.61
stamps per county per year.

DVRESOURCES | Number of domestic violence .0968008 | .1376063
resources in a county.

Tobit Estimation Model

To estimate the effect that the presence of a military base has on the crime rates of

a county, the Tobit model, which is a specific type of limited dependent variable (LDV)

model will be used. A LDV model is utilized when the dependent variable has a severely

restricted range of values.” In the case of crime rates and the military, crime rates are the

dependent variables. They are limited in that they often form a corner solution response,

which is, “...a nonnegative dependent variable that is roughly continuous over strictly

positive values but takes on the value of zero with some regularity.””! For example, some

small counties may not have had any homicides or rapes within a given year, giving them

a crime rate of 0. Also, crime rates cannot be any less than zero, as there cannot be a

negative number of crimes.

™ Jeffrey M. Wooldridge, Introductory Econometrics: A Modern Approach (United States: South-
Western Cengage Learning, 2009), 574.

" 1bid, 837.
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In a linear model such as OLS, the presence of zeros in the dependent variable is
troublesome for a couple of reasons. First, using a linear estimator will mostly likely lead

to negative crime rate predictions for some counties, which is not possible. Also, the

assumption that independent variables will have a constant partial effect on £( ylx) can

be deceptive. This is because the distribution of the dependent variable will accumulate at
zero, and so will not be normal. Hence, any inference from this model would lead to
skewed interpretation.”

The Tobit model, however, is a nonlinear estimator that accounts for these
problems. It does so by expressing the observed response y (crimes rates) in terms of an

underlying latent variable y*, which satisfies the usual linear model assumptions.” The

regression equation is shown in Equation 4.2 below.
y¥=Py+px+u
,u'X ~ normal(0, 0'2)' , ¥ =max(0, y*) 4.2)
It would be erroneous, however, to interpret these coefficients in the same way as
one would interpret OLS because they show the partial effect on the latent variable y*

instead of on the observed variable y. Instead, in accordance with Wooldridge, the partial

effects of the independent variables can be estimated with Equation 43",

aEa(i»Jx) =ﬂj®(x,%_) (4.3)

2 1bid, 587-588.
" Ibid, 588.

™ Ibid, 591.
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The partial effect at the average, or PEA can be obtained by assessing the

coefficienton g,, @ (x,% j It is then possible to multiply all of the coefficients

obtained through the Tobit estimate by (D(x% ) to get coefficients that accurately

represent the partial effects of x,on .” They now show what impact a one unit increase
in an x; will have on crime rates.

This chapter has provided a description of all of the dependent and independent
variables used in the regression equation. It also explained the use and method of the
Tobit model which will be used to analyze data regarding crime and the military in the

next chapter.

5 Ibid.



CHAPTER V

RESULTS AND CONCLUSIONS

This chapter will present the results from the regressions concerning the data
presented in the previous chapter. Using the Tobit model and marginal effects, four
dependent variables will be discussed. The following section will discuss any conclusions
that can be drawn from this research. It will also discuss shortcomings and topics for
further research on the topic of violence and the military.

Analysis of Results

TABLE 5.1 summarizes the results of the Tobit regression for all dependent
variables. The t-statistics are displayed in parentheses below the coefficients. Although
coefficients are given, as discussed in the previous chapter, they cannot be interpreted in
the same fashion as OLS coefficients because the estimator is not linear. Instead, the
marginal effects of each independent variable on each dependent variable are presented in
TABLE 5.2 with the z-statistic in parentheses. These marginal effects were obtained by

finding the partial effect at the average as discussed in Chapter IV.
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TABLE 5.1
TOBIT MODEL REGRESSION RESULTS

Independent | Dependent Dependent Dependent Dependent
Variable Variable Variable RAPE | Variable HOM | Variable
ASSAULT ROB
YEAR99 4218527 0036919 0074276 039692
(3.01) (0.21) (1.03) (0.76)
YEARO00 3528711 0165632 0155608 0535532
(2.68) (0.90) (2.08) (1.04)
YEAROI 2997311 0193685 0098641 0531733
(2.20) (1.01) (1.18) (0.98)
YEARO2 2083271 0212011 .00371 0647331
(1.70) (0.85) (0.52) (1.25)
YEARO3 3047106 020966 .0098759 0155219
(1.75) (1.23) (1.18) (0.31)
YEARO04 1704957 -.0004972 -.0054316 -.0163214
(1.37) (-0.03) (-0.68) (-0.33)
YEARO5 -.0020788 .0008878 .0029952 -.0321203
(-0.02) (0.05) (0.35) (-0.67)
YEARO06 -.0085567 -.0096046 -.0037657 -.0274402
: (-0.07) (-0.51) (-0.47) (-0.57)
FL 6991318 0521104 -.0088062 -.0532161
(3.55) (1.61) (-0.55) (-0.74)
HI -4376704 .0047785 -.0482766 -.0285769
(-1.99) (0.13) (-2.77) (-0.35)
NC 2157939 -.0398688 .044932 1126174
(0.99) (-1.27) (2.65) (1.55)
NJ 1126988 -.1068224 .0169678 0251637
(1.07) (-6.80) (2.62) (0.60)
PA 9698817 1751891 0150078 2370588
(4.00) (5.02 (0.93) (2.56)
TX 1.468949 1934241 -.0273307 .3093893
(7.03) (5.21) (-1.74) (2.94)
VA -362173 0369177 .0230986 -.0246775
(-3.44) (2.18) (2.33) (-0.64)
ARMY 114025 -.025479 -.0038956 -.0886438
(1.64) (-2.81) (-1.11) (-2.46)
NAVY .0054975 011316 -.0001002 0384491
(0.10) (1.88) (-0.04) (1.76)
AIR 2424186 0263146 .0056125 1068311
(3.02) (2.64) (1.67) (4.00)
"MARINES -.00987 -.0009694 -.0144308 -.1041902
, (-0.16) (-0.12) (-4.15) (-4.43)
COAST 0061553 .0468397 -.0163511 .0486472
(0.03) (1.86) (-1.77) (0.80)
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Independent | Dependent Dependent Dependent Dependent
Variable Variable Variable RAPE | Variable HOM | Variable
ASSAULT ROB
ME] 0305299 1008412 0035602 111482
(0.14) (4.91) (0.39) (1.93)
MES5 -.006886 0643296 0051965 1506725
(-0.07) (4.63) (1.03) (2.47)
ME10 -2122187 0527904 0023806 .0492886
(-2.08) (3.54) (0.45) (1.53)
ME20 -.0395795 0378352 0047457 1848451
(-0.28) (2.42) (0.73) (4.22)
ME30 -.4039256 .0089509 0054898 -.0230432
(-2.19) (0.46) (0.74) (-0.50)
ME40 -47473 2515961 0368769 0198359
(-1.74) (6.47) (4.82) (0.37)
MES0 -.0931053 1031718 0342899 4515387
(-0.54) (3.43) (3.48) (7.20)
ME100 -.3401147 .0608148 0353603 1725935
(-1.95) (2.55) (2.66) (2.21)
LAW .0217802 0105514 0034711 0451122
(0.81) (4.17) (3.04) (3.69)
UNEM 1.774086 -.115809 0702537 4185144
(2.94) (-0.83) (1.90) (2.27)
MANARR -.2457907 0351778 -.0150269 -.0631299
(-1.70) (1.26) (-1.00) (-1.14)
PROARR 1.75415 .0599307 0151208 -.0881459
(8.13) (1.84) (0.88) (-1.24)
INC -7.12e-06 -1.52¢-06 2.25e-07 .0000106
(-1.83) (-1.96) (0.83) (5.19)
DRUG 1605854 0120815 .0024546 0347492
(6.81) (5.45) (2.18) (4.66)
DUI -.1002748 .0001957 -.0014759 -.0293921
(-4.31) (0.05) (-1.08) (-3.93)
STAMP 2.52¢-06 4.29¢-08 4.92e-07 1.28¢-06
(1.77) (0.23) (5.38) (2.61)
DVRES 1.22946 0358077 -.0200317 -.5548053
(3.69) (0.35) (-0.58) (-4.41)
C 520314 .0443403 -0277141 -2732264
(2.05) (0.72) (-1.15) (-2.58)




TABLE 5.2
MARGINAL EFFECTS OF TOBIT REGRESSION

Independent | Dependent Dependent Dependent Dependent
Variable Variable Variable RAPE | Variable HOM | Variable
ASSAULT ROB
YEAR99 3724137 002691 .004067 .0245957
(2.91)** (0.21) (0.99) (0.75)
YEAROO 3100542 0122269 0087708 .0334003
(2.60)** (0.89) (1.96)** (1.02)
YEAROI 2623721 0143367 0054485 0331575
(2.13)** (1.01) (1.13) (0.96)
YEARO02 1811302 0157208 .0020044 0405828
(1.67)* (0.85) (0.51) (1.22)
YEARO3 2668264 015543 .0054552 .0095096
(1.80)* (1.21) (1.14) (0.31)
YEARO4 1478067 -.0003609 -.0028388 -.0098489
(1.36) (-0.03) (-0.70) (-0.33)
YEAROS -.0017769 .0006453 .0016141 -.0192361
(-0.02) (0.05) (0.35) (-0.68)
YEARO6 -.0073101 -.006907 -.0019801 -.0164703
(-0.07) (-0.51) (-0.48) (-0.58)
FL 6256936 .0396241 -.0045566 -.0316039
(3.48)** (1.57) (-0.57) (-0.76)
HI -.3556606 .0034902 -.0207628 -.0170945
(-2.10)** (0.13) (-3.51)** (-0.35)
NC 1881334 -.0276155 0284696 0726311
(0.96) (-1.31) (2.28)%* (1.49)
NJ 0973343 -.0682005 .0096613 0155031
(1.04) (-7.57)** (2.47)** (0.59)
PA .8887922 1481251 .0084992 1623261
(3.74)** (4.80)** (0.88) (2.35)**
X 1.351279 1604663 -.0133341 2124083
(6.56)** (5.10)** (-1.93)* (2.80)**
VA -.3008809 0276381 0132094 -.0148581
(-3.67)** (2.12)** (2.21)** (-0.64)
ARMY 0974844 -.0185028 -.0020767 -.0539094
(1.64) (-2.84)** (-1.11) (-2.60)**
NAVY .0047 0082177 -.0000534 .0233831
(0.10) (1.87)* (-0.04) (1.82)*
AIR 2072531 .0191096 .0029919 .0649702
(2.92)** (2.65)** (1.69)* (3.78)**
MARINES -.0084382 -.000704 -.0076927 -.0633641
(-0.16) (-0.12) (-4.08)** (-4.63)**
COAST 0052657 0358842 -.008108 .030413
(0.03) (1.74)* (-1.93)* (0.77)




TABLE 5.2 continued
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Independent | Dependent Dependent Dependent Dependent
Variable Variable Variable RAPE | Variable HOM | Variable
ASSAULT ROB
MEI 0261788 081022 0019261 0719288
(0.14) (4.60)** (0.39) (1.86)*
MES5 -.0058841 0491767 0028148 0972208
(-0.07) (4.39)** (1.02) (2.48)**
ME10 -, 1778238 .0403935 0012806 0307136
(-2.20)%* (3.46)%* (0.45) (1.50)
ME20 -.0337147 .0285659 0025766 1229407
(-0.28) (2.39)*+* (0.72) (3.91)**
ME30 -.3299203 .0065693 0029961 -.0138317
(-2.38)** (0.45) (0.72) (-0.51)
ME40 -.3828061 2245592 .023076 0122077
(-1.96)** (5.95)** (4.18)** (0.37)
MESO -.0788053 0835837 0211411 3425684
(-0.54) (3.17)** (3.12)** (6.05)**
ME100 -.2797971 0472726 .0218444 1153324
(-1.97)%* (2.44)** (2.32)** (2.05)**
LAW 0186208 .0076624 0018504 0274353
(0.80) (4.28)** (3.06)** (3.76)**
UNEM 1.516735 -.0841003 0374507 2545228
(2.96)** (-0.83) (1.90)* (2.33)**
MANARR -.2073495 0260775 -.0077537 -.0377032
(-1.76)* (1.27) (-1.03) (-1.16)
PROARR 1.597289 0452684 .0083714 -.0520581
(6.98)** (1.80)* (0.85) (-1.28)
INC -6.09¢-06 -1.10e-06 1.20e-07 6.45e-06
(-1.79)* (-1.85)* (0.83) (5.72)**
DRUG 1372908 0087736 .0013085 021133
(8.12)%* (5.38)** (2.20)** (4.53)**
DUI -.0857288 0001421 -.0007868 -.017875
(-4.80)** (0.05) (-1.08) (-4.07)**
STAMP 2.16¢e-06 3.12¢-08 2.62e-07 7.80e-07
(1.72)* (0.23) (5.57)** (2.55)**
DVRES 1.051114 0260035 -.0106784 -.3374092
(3.86)** (0.36) (-0.58) (-4.39)**

* indicates significance at the 90% confidence level
** indicates significance at the 95% confidence level
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Military Presence

The variables indicating the presence and number of military bases in a county
split by branch of the military yielded both expected and surprising results. ARMY was
significantly correlated to both RAPE and ROB, but not in the way expected. Theory
predicted that all branches of the military would raise levels of violent crimes across the
board, but ARMY had a negatively correlated relationship to both of these variables.
Similarly, all of the coefficients on MARINES were negative, and its relationships to
HOM and ROB were significant. COAST also had a significant and negative correlation
to HOM.

As expected, however, NAVY, AIR, and COAST were in all but one instance
positively correlated to the crime rate, with all of AIR’s, two of NAVY’s and one of
COAST’s relationships being significant. While these mixed results are somewhat
surprising, they can be explained as least in part by the specific time period examined in
this study. For the majority of the time period studied (1999-2007) there were large-scale
troop deployments to the Middle East to fight the “War on Terror” following the terrorist
attacks on September 11, 2001. With a large number of soldiers overseas, far fewer of
them would be committing violent crimes in U.S. counties. More specifically, as of
January 2005, the Marines had the largest percentage of its active troops deployed, a
staggering 56.2%. This figure is followed closely by the Army at 55.9%. At the time, the
Navy had 47.2% of its troops deployed, the Air Force had 39.8%, and the Coast Guard

only had 4%.'

'Rod Powers, “Deployment Rates: Iraq and Afghanistan from September 11, 2001 to 31 October
2004.” (2005). Journal on-line. Available from
http://usmilitary.about.com/od/terrorism/a/deploymentrates.htm. Accessed 14 March 2010.
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These figures are in accordance with the regression results. The two branches of
the military with the largest percentage of its men deployed, the Marines and the Army,
had the largest number of negative correlations to crime rates. This can be explained
because not only were many of the men stationed in these counties not physically present
in order to commit crimes, but the presence of a base also indicates increased population
in a county. Many soldiers leave wives and children behind when away at war, and the
presence of these families would significantly boost the population of a county without
substantially boosting the number of crimes. Because the crime rate is partially
determined by population, this will drive it down to the point where a negative
correlation from the presence of a military base is an intuitive conclusion.

Following this logic, the two major branches with a significantly smaller
percentage of its mend deployed, the Navy and the Air Force almost always had positive
correlations with crime rates. AIR, for example, had a significant and positive effect on
every crime rate, with its largest effect being on the ASSAULT. With a smaller portion of
deployed troops, the Air Force and Navy bases more closely approximate the presence of
a military branch in peace time.

The Coast Guard had mixed, but mostly positive effects on crime rates. Its true
significance is dubious, however, because of the small number of Coast Guard
installments in the sample.

Military presence was also measured by the number of military employees in a
county. Some of these relationships were also negative. In relation to ASSAULT, almost
all of the relationships were negative, which can be explained with the same reasoning

discussed above. All of the other dependent variables had positive, significant
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correlations to military employees. RAPE had the largest number of significant results,
and the larger the number of employees in a county, the more likely it was to have a
significantly positive result.

Overall, the Air Force and large bases had the greatest positive impact on violent
crimes. While these results by and large correspond to the theory discussed in Chapter 111,
some branches of the military appeared to have negative impacts on the amount of crime.
However, this is easily explained by examining what percentage of each branch was
deployed during the time frame in question.

Deterrence Measures

The first deterrence measure to be examined in relation to violent crime is LAW.
In accordance with previous research, this study had predicted a negative correlation
between an increased number of law enforcement employees in a county and violent
crime. The regression results, however, show only positive relationships. This
inconsistency with previous research could be due to the fact that counties with elevated
levels of crime also have elevated levels of officers. Any increase in crime then could be
followed by an increase in officers rather than an increase in officers being followed by a
decrease in crime.

The next deterrence measure tested was the presence of mandatory and pro-arrest
policies. Unlike Iyengar’s (2008) results, MANARR did not have a positive correlation to
homicide. This is most likely due to the fact that Inyengar used counts of just intimate
partner homicide while this study used a count of all homicides.” The presence of a

mandatory arrest policy did have a significant, negative effect on assaults, however,

" 2 Radha Iyengar, “Does the Certainty of Arrest Reduce Domestic Violence? Evidence from
Mandatory and Recommended Arrest Laws,” Journal of Public Economics (2008): 85-98.



58

indicating that for less severe forms of violence, this policy may actually have a
deterrence effect. On the other hand, it appears pro-arrest policies may do more harm
than good. They significantly increased the level of both assaults and forcible rapes most
likely due to retaliation.

The final deterrence measure examined in this study was the number of domestic
violence resources in a county. This variable had unexpected results as well. An increase
in the number of resources appears to actually increase the number of aggravated assaults
and decrease the number of robberies, a variable it was not expected to have a significant
correlation with. These findings show that like law enforcement, the number of resources
in a community may be due to an already existent level of violence rather than being used
as a deterrence approach.

Socio-Economic Factors

The three socio-economic factors investigated unemployment, income, and food
stamp expenditures all had expected and largely significant effects on violent crime rates.
Both UNEM and STAMP, the variables indicating lower economic status, were
associated with higher levels of ASSAULT, HOM, and ROB. INC, which increases with
socio-economic status was negatively correlated to ASSAULT and RAPE but positively
correlated to ROB. Therefore, as socio-economic status increases, most violent crimes
tend to decrease. Robbery, however, affects both the very advantaged and the very
disadvantaged.

Substance Abuse

The first substance abuse variable in the regression analysis is DRUG, indicating

the number of drug-related arrests there were each year. DRUG was very strongly
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associated with elevated levels of all violent crimes. This shows a stronger connection
between drugs and crime than previous studies which for the most part found little effect.
DUI corresponded negatively to increases in aggravated assault and robbery. It did,
however, agree with Markowitz in that it appears to have a positive although insignificant
effect on forcible rape.

Dummy Variables

Dummy variables to indicate both the year and state each county was located in
were used. The coefficients for both years and states were largely insignificant with the
exception of the states Pennsylvania and Texas which both had three significant and
positive correlations to crime rates. It appears that both Pennsylvania and Texas are more
violent states regardless of the presence of a military installment.

Conclusions

This study has attempted to determine how the presence of a military base in a
county affects level of domestic violence. A game theoretic model was constructed and
suggested that increasing amounts of exposure to violence should increase the level of
domestic violence in relationships.

This was partially confirmed by the regression analysis. The Air Force, Navy, and
Coast Guard all appeared to be largely correlated to increased levels of crime. However,
the two branches of the military that would probably have the greatest amount of
previous exposure to violence, the Army and the Marines actually had some negative

correlations.

* Sara Markowitz, “Alcohol, Drugs, and Violent Crime,” International Review of Law and
Economics (2005); 20-44.
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While this may seem counterintuitive, close examination of the time period in
question yields that fact that the Army and Marines had the largest amount of people
away during that period. The Navy and Air Force had tomparatively small numbers of
people deplroyed and so more closely simulated a peace-time environment. It is therefore
the hypothesis of this study that had all members of the military been domestically
located during the period of 1999-2007 we would see different results.

This study was limited in that not only was it conducted over a period of time in
which members of the military were abroad, but was unable to obtain crime statistics of
just domestic violence. It is possible that estimates of the effect of the military on
domestic violence were skewed because other a more general measure of violence had to
be used. An extension of this topic for future research may involve a much longer period
of study, obtaining rates of specifically domestic violence, and including variables to
indicate deployment levels and cycles.

In conclusion, this study provides some support for a strong connection between
the military and domestic violence. The output suggest that while there are links between
violence and some military branches in time of war, deployment cycles over a longer
period of time may yield more conclusive results. This study provides a starting point for

further examination of the connection between a soldier’s violence at work and at home.
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